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ABSTRACT 

The automatic segmentation of isolated musical instrument 
sounds according to the temporal evolution is not a trivial task. It 
requires a model capable of capturing regions such as the attack, 
decay, sustain and release accurately for many types of instru-
ments with different modes of excitation. The traditional ADSR 
amplitude envelope model does not apply universally to acoustic 
musical instrument sounds with different excitation methods be-
cause it uses strictly amplitude information and supposes all 
sounds manifest the same temporal evolution. We present an 
automatic segmentation technique based on a more realistic 
model of the temporal evolution of many types of acoustic musi-
cal instruments that incorporates both temporal and spectro-
temporal cues. The method allows a robust and more perceptu-
ally relevant automatic segmentation of the isolated sounds of 
many musical instruments that fit the model. 

1. INTRODUCTION 

The temporal evolution of musical instrument sounds plays a 
conspicuous role on the perception of their most important fea-
tures [1]. Sound modeling and manipulation techniques could be 
greatly improved by the correct segmentation of musical instru-
ment sounds taking into account the different characteristics of 
each perceptually different region. Notably, time stretching a 
sound ignoring its temporal evolution results in a perceptually 
different sound because the attack region, for example, is trans-
formed by the same factor as the rest of the sound, even if it is 
well known [2] that the attack transients are perceived differ-
ently, being one of the most perceptually salient dimensions of 
musical timbre as unveiled by psycho-acoustical experiments [3]. 
The morphing of musical instrument sounds (especially those 
based on different modes of excitation) could largely benefit 
from a more accurate model of temporal evolution. A correct 
segmentation would also be beneficial to the modeling of musi-
cal instrument sounds for synthesis or classification purposes. 
Notably, the MPEG-7 standard [4] relies heavily on the estima-
tion of perceptually important temporal events such as attack 
time to accomplish tasks such as automatic classification and 
similarity of sounds. Statistical and sinusoidal modeling could 
benefit from the segmentation as well. Computational [5] models 
of perceptual attack time (PAT) [6] must rely on an accurate es-
timation of attack time. However, to automatically estimate per-
ceptually relevant features of musical sounds, such as the attack, 

from the signal we must rely on a model that utilizes features that 
exhibit a characteristic behavior during the events we wish to 
detect. The automatic segmentation task consists in the detection 
of events such as onset, attack, decay, sustain, release, and offset. 
There have been many proposals to the detection of some of 
these isolated events, especially onset [7], [8] and attack time [5]. 
However, the segmentation problem has been more rarely ad-
dressed [9], [10]. Usually, the problem is attacked in two steps: 
extraction of a detection function that supposedly contains in-
formation about the events to be detected followed by a tech-
nique responsible for automatically picking them out. The cor-
rect segmentation depends heavily on a model that accounts for 
as many different types of sounds as possible because not all in-
struments necessarily generate all the events. Also, due to the 
different nature of some of the events we wish to detect, it is al-
most naïve to expect one detection function to carry information 
about all of them. Historically, Helmholtz was the first to pro-
pose the segmentation of an acoustic musical instrument sound 
according to its temporal evolution [11], as early as 1885. This 
model led to the development of the attack-decay-sustain-release 
(ADSR) envelope [12], which was originally proposed for syn-
thesis. Notably, it takes only amplitude information into account 
and supposes all sounds evolve the same way. Luce and Clark 
[13] suggested that the attack depends on the rise time of the am-
plitude envelope. Consequently, most detection techniques pro-
posed use different estimations of the amplitude envelope to try 
and detect the events dictated by the ADSR model. Hajda [14] 
proposed a new model for the segmentation of isolated sustained 
(nonpercussive) musical instrument sounds that uses the relation-
ship between the amplitude envelope and the temporal evolution 
of the spectral centroid to define the theoretical boundaries be-
tween perceptually salient segments of musical sounds. This 
model was coined the amplitude/centroid trajectory (ACT). 

In this work, we propose to use the ACT model to automati-
cally segment isolated acoustic musical instrument sounds. Our 
main goal is the automatic detection of the boundaries of the re-
gions defined in the model for many types of instruments with 
different modes of excitation. For such, we will verify whether 
the model applies to some percussive instruments as well. An 
important part of our contribution lies in an improved technique 
to accurately estimate the amplitude envelope evolution of 
sounds by means of cepstral smoothing with a method known as 
true envelope [15], usually employed to estimate the spectral en 
velope. However, our main contribution lies in the automatic 
segmentation of the sounds by detecting significant changes in 
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Figure 1: The Helmholtz model of the temporal evolution 
of acoustic musical instrument sounds. Helmholtz de-
fined that the amplitude envelope can be divided into at-
tack, steady state and decay. Figure from [17]. 

the features proposed in the ACT model, that only theoretically 
defines their boundaries. We compare our results with the base-
line method proposed by Peeters [10]. The next section intro-
duces the classical acoustic model of the temporal evolution of 
musical instrument sounds and the following section presents 
techniques to estimate the amplitude envelope and two segmen-
tation techniques. We also introduce the improved true amplitude 
envelope estimation. Then, we proceed by a description of the 
signal level manifestation of the acoustic phenomena that genera-
te the events we wish to detect. This exposition leads to the pres-
entation of the improved ACT model. We finally present our 
technique to automatically detect the boundaries of the regions, 
followed by the conclusions and future perspectives. 

2. THE CLASSICAL ACOUSTIC MODEL 

Historically, Helmholtz was the first to propose the segmentation 
of isolated acoustic musical instrument sounds according to their 
temporal evolution [11]. Helmholtz characterized what he called 
musical tone as a waveform that follows an amplitude envelope 
that consists of the attack, the steady state and the decay, as 
shown in Figure 1. During the attack, the amplitude increases 
from zero to its peak value. In the steady state portion the ampli-
tude is constant and finally decreases back to zero during the de-
cay. Helmholtz concluded that sounds that evoke the sensation of 
pitch possess fixed waveforms that do not change in the course 
of the tone, apart from the amplitude envelope, whose temporal 
evolution has great impact on the perception of the tone, accord-
ing to him. We should notice that this model only takes into ac-
count temporal cues provided by the amplitude envelope to de-
fine perceptually salient features such as the attack, steady state 
and decay. 

Later on, Robert Moog devised the ADSR envelope model, 
shown in Figure 2, while developing his synthesizer and it 
quickly became the standard way to describe the amplitude enve-
lope generator functions [12]. We should bear in mind that it was 
developed for synthesis purposes and, as such, it usually does not 
describe well the temporal evolution of most acoustical instru-
ment sounds. However, most segmentation techniques [9], [10] 
rely on the detection of these events/regions based solely on the 
use of the amplitude envelope. Particularly, the attack is notori-
ously thought as being dependent on the rise time of the ampli-
tude envelope [13] and some authors use it as its definition [8]. 
Therefore, we will present some amplitude envelope estimation 
techniques usually used in the detection of some of these events. 

3. AMPLITUDE ENVELOPE ESTIMATION 

The classic Helmholtz model led to the development of some 
segmentation techniques that only take temporal cues into ac 
count [9], [10]. Notably, these methods rely on the estimation of 
the amplitude (or energy, which is amplitude squared) envelope 

 

Figure 2: ADSR model applied to a wind instrument to 
explain its temporal evolution. 

and use it as detection function to estimate the boundaries of the 
regions defined by the model. An early attempt [7] consisted of a 
piece-wise linear approximation of the waveform. The amplitude 
envelope is created by finding and connecting the peaks of the 
waveform in a window that moves through the data. Jensen [9] 
proposed a method that fits curve shape approximations to model 
the amplitude envelope of the partials of an additive model of 
instrument sounds and later Skowronek [18] applied it to ap-
proximate the global amplitude envelope. In this section we will 
compare the most widely used techniques to estimate the ampli-
tude envelope and we will present a much more reliable ampli-
tude envelope estimation method that optimally finds a smooth 
function that approximately matches the peaks of the waveform 
using true envelope cepstral smoothing [15]. The amplitude en-
velope estimation techniques that will be presented are the clas-
sical low-pass filtering, RMS energy, and analytic signal ampli-
tude demodulation, as well as frequency-domain linear predic-
tion [19] (FDLP) and our own proposal, true amplitude envelope 
(TAE). The aim of this section is to show that the TAE estima-
tion technique leads to better results for all cases shown. 

3.1. Low-Pass Filtering (LPF) 

Low-pass filtering is the most straightforward way of obtaining a 
smooth signal that follows the amplitude evolution of the original 
waveform. It is based on a classical amplitude demodulation en-
velope follower technique [8], that low-pass filters a half-wave 
(hwr) or full-wave rectified (fwr) version of an amplitude modu-
lated (AM) signal. The principle of amplitude modulation (AM) 
is that the amplitude changes of the signal carry the information 
we seek. There are many possible filter designs with different 
characteristics and the choice affects the quality of the final en-
velope. For instance, Jensen [9] proposes convolving the wave-
form with a Gaussian window function, resulting in a suboptimal 
estimation. Also, the cut-off frequency of the filter has a major 
impact on the result. High cut-off frequencies will likely produce 
an amplitude envelope with ripples and very low cut-off fre-
quencies are less responsive to sudden amplitude changes. 

3.2. RMS Energy 

The RMS energy envelope is perhaps the most popular [20], 
[21], [22], [14] method for estimating the temporal evolution of 
the signal energy. The RMS energy envelope is based on the root 
mean square energy calculation and can be easily adapted to ob-
tain an estimate of the amplitude envelope by simply applying it 
with a sliding rectangular window, as shown in equation (1) 
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where xi(t) is the ith local sample of the signal centered around t 
as seen through the window, t is the number of samples the 
analysis window moves, and T is the window length. The RMS is 
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a special case of the generalized mean with exponent p=2 and as 
such, also functions as a sort of moving average, low-pass filter 
that smoothes out the signal. The analysis step t imposes a trade-
off between the temporal sampling rate of the envelope and how 
much information it represents. Small values of t react sooner to 
sudden changes in amplitude, while presenting ripple in more 
steady regions and larger values smooth out the ripples but tend 
to lag behind abrupt energy changes. 

3.3. Analytic Signal 

The Hilbert transform is part of a signal processing technique for 
amplitude demodulation [16]. The Hilbert transform of a signal 
x(t) is defined as 
 ( ) ( )

t
txtx

π
1ˆ ∗=  (2) 

where * stands for convolution. Using equation (2), we can de-
fine the analytic signal z(t) as 
 ( ) ( ) ( ) ( ) ( )[ ]tjtrtxjtxtz θexpˆ =+=  (3) 

The analytic signal is useful for envelope detection since its 
modulus r(t) and time derivative of the phase θ(t) can serve as 
estimates for the amplitude envelope and instantaneous fre-
quency of x(t) under certain conditions. Notably, if the Hilbert 
transform of x(t) is equal to its quadrature signal [16], then the 
estimates are equal to the actual information signals [16]. Syn-
thetic (i.e., AM) signals can be constructed to have this property, 
but there is no reason to expect that acoustic musical instrument 
sounds also present it. A more realistic condition is verified when 
we are dealing with narrowband signals, which is rarely the case 
for musical instrument sounds. The Hilbert transform can be ef-
fectively used to extract the amplitude envelope of individual 
partials if applied to each frequency bin of the STFT, but when 
applied to the whole signal it is equivalent to trying to demodu-
late several AM signals at the same time. 

3.4. Frequency-Domain Linear Prediction (FDLP) 

Traditional linear prediction [23] estimates the spectral envelope 
from the time-domain signal. The idea behind FDLP [19] is to 
exploit time-frequency duality to extract the temporal amplitude 
envelope by applying linear prediction to a spectral representa-
tion. In particular, the used spectral representation is the discrete 
cosine transform (DCT), since it is real-valued. The envelope 
peaks, whose number and width are determined by the model 
order, will now be their frequency domain counterparts, the recti-
fied waveform peaks. Thus, the model order has to be adjusted 
with respect to the temporal structure of the signal, and not to the 
formant structure of the spectrum. 

3.5. True Amplitude Envelope (TAE) 

True envelope [15] is a method for spectral envelope estimation 
that has shown better performance than linear prediction or cep-
stral methods such as discrete cepstrum, both in terms of accu-
racy and ease of model order selection. It is based on iteratively 
estimating the cepstrum and adapting it in such a way that the 
peak matching is maximized and inter-peak valleys are avoided. 
Here, we propose to use a dual of true envelope in the time do-
main. The time domain signal is subjected to the algorithm in 
stead of the Fourier spectrum. In this way, the amplitude enve-
lope is expected to match the amplitude peaks more closely than 
the previously introduced methods. It is important to note that 
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Figure 3: Full-wave rectified (fwr) waveform and ampli-
tude envelope estimation methods; true amplitude enve-
lope (TAE), frequency-domain linear prediction (FDLP), 
root-mean square (RMS) and low-pass filtering (LPF). 

the optimal model order will be directly proportional to the fun-
damental frequency, rather than inversely proportional as in 
spectral envelope estimation. 

Figure 3 shows a full-wave rectified (fwr) version of a bass 
clarinet and acoustic guitar waveforms and the amplitude enve-
lope estimates. We are looking for the estimation that best fits 
the model waveform, that is, that follows the amplitude evolution 
most closely matching the peaks. It should be noted that all 
curves, except TAE, were normalized and scaled to the maxi-
mum of the fwr waveform and that RMS was also low-pass fil-
tered to eliminate the ripples during mostly the sustain part. 
Upon close inspection, Figure 3 shows that TAE renders the best 
fit, closely following the peaks without ripples. 

3.6. Segmentation Techniques Using the Amplitude Envelope 

Finally, we present two previously proposed techniques to auto-
matically segment individual musical instrument sounds based 
solely on the amplitude envelopes, namely derivatives [9], [18] 
and efforts [10]. Both methods try to detect the inflection points 
of the amplitude envelope based on the assumption that the am-
plitude envelope changes correspond to the boundaries of the 
regions we are looking for. Notably, these models define the at-
tack as the rise time of the amplitude envelope, like other authors 
[8], [13]. Skowronek [18] proposed a segmentation method based 
on their attack-decay-and-sustain-release (A-D-&-S-R) model. 
They obtain an approximation of the amplitude envelope and use 
it together with its first derivative to estimate the boundaries of 
the three regions defined as start of attack (soa) and end of attack 
(eoa); and start of release (sor) and end of release (eor), as ex-
emplified on the left of Figure 4. The right of Figure 4 shows the 
method of efforts, introduced by Peeters [10]. The method of ef-
forts segments musical instrument sounds using the attack/rest 
model, whereby we separate the attack portion from the rest of 
the sound, be it sustained or percussive. First we divide the slope 
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Figure 4: Depiction of the method of derivatives (on the 
left) and efforts (on the right) for the automatic segmen-
tation. Figures respectively from [18] and [10]. 

corresponding to the rise time into N equal intervals according to 
the amplitude incremental values (called thresholds). We could 
define the start and end of the attack as fixed percentages of the 
minimum and maximum amplitude values, very much like Luce 
and Clark [13]. Instead, in this method, the start of attack and 
end of attack are estimated according to the slope of the rise re-
gion. So we calculate a piecewise measure of the slope for each 
threshold jump by measuring how long it takes to go from one 
threshold to the next (called efforts). The selected threshold is the 
one whose value is smaller than M times the mean threshold for 
both the start and end of the attack. They recommend to use M = 
3 [10]. We will show in the next section why methods that rely 
solely on the amplitude fail to segment sounds into perceptually 
meaningful events because they use restricted information. 

4. TEMPORAL EVOLUTION 

The segmentation of musical instrument sounds depends on the 
correct detection of the boundaries of the regions. Clearly we 
need a good definition of the regions to be detected in order to be 
able to estimate them. The first problem we face is that not all 
instruments contain the same temporal events, so we cannot ex-
pect, for example, to be able to estimate the sustain part for a 
percussive instrument sound. This is where a robust model plays 
a key role in defining the segments and their boundaries. The 
most important aspect to be taken into account is a clear separa-
tion of cause and effect. The amplitude envelope is merely the 
description of one of the results of the source-filter interaction. It 
is fruitless to attempt to detect the boundaries of the events we 
want to estimate without a proper causal description. We must 
find the signal level counterparts of the physical events to prop-
erly estimate them. The technique we present in Section 5 uses 
spectro-temporal cues at the signal level left by the physi-
cal/gestural events to correctly segment them. The difficulty in 
this approach is that each instrument has its own particularities. 
Ideally, we search for a model that is robust enough to describe 
the signal level manifestations of as many types of instruments as 
possible. We will begin by describing the general model we will 
consider, namely, the source filter model, originally developed 
for speech; and then the physical characteristics of the events we 
aim to describe, and then later in Section 5 we will present the 
ACT model [14] for specific classes of instruments. Finally, Sec-
tion 6 shows how we use the ACT model to obtain significant 
estimates of the boundaries from spectro-temporal traces left by 
the physical gestures. 

4.1. Source-Filter Model 

Listeners use many acoustical properties to identify sonic events, 
such as the spectral shape, formant frequencies, attack and/or 
onset and decay and/or offset, noise, among others [1]. The cues 
to identification and timbre vary across notes, durations, intensi-
ties and tempos. One model of sound production is based on two 
possibly interactive components, the source and the filter. The 
basic notion is that the source applies excitation energy to gener-
ate a vibration pattern composed of several vibration modes 
(modeled as sinusoidal components). This pattern is imposed on 
the filter, which acts to modify the relative amplitudes of the 
components of the source input. We obtain estimates of the 
source and the filter by calculating the spectral envelope, which 
is a smooth curve that approximately matches the peaks of the 
spectrum. The peaks of the spectral envelope (also called for-
mants in voice research) correspond roughly to the vibration 
modes of the source-filter model. The number and absolute posi-
tion of spectral peaks in frequency is important for musical in-
strument (source) identification. The relationship between fun-
damental frequency and timbre is readily apparent in some 
acoustic instruments. The clarinet, for instance, has three distinct 
registers, that is, three distinct pitch ranges with three different 
timbral characteristics. It is remarkable that a single instrument 
can have such a variety of timbres, but the example of the clari-
net proves the impact of a resonating body on an instrument’s 
timbre and temporal evolution. Resonators, by their nature, tend 
to amplify certain frequencies louder than others. These resonant 
frequency regions, called formants, are uniquely related to the 
size and shape of the instrument and its resonator. The relation-
ship between applied energy and timbre is relatively clear. As 
more energy is input to the instrument, higher modes of vibration 
are achieved such that more partials are present in the frequency 
spectrum. This is why a note played forte is not just louder than 
piano, but also brighter in timbre. 

In this work, we are primarily interested in the temporal evo-
lution of the sounds, so we are going to examine the source-filter 
model from a temporal perspective. Figure 5 shows a simplified 
schematic view of the temporal evolution of the excitation (dot-
ted line) and the resulting amplitude envelope followed by the 
sound (solid line) for two markedly distinct classes of excitation 

 

Figure 5: Simplified temporal evolution of the excitation 
(dotted line) and amplitude envelope (solid line) for two 
distinct classes of excitation modes. In a) we see the 
typical excitation and amplitude envelope resulting from 
the step-like excitation (e.g., blown/bowed) and in b) for 
impulse-like excitation (e.g., plucked/struck). The begin-
ning and end of the excitation are marked with long ar-
rows, while the short arrow shows the maximum ampli-
tude attained by the resulting amplitude envelope. 
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methods, namely step-like (part a) and impulse-like (part b). 
Step-like excitation corresponds to playing modes whose energy 
is supplied for some length of time before being interrupted, 
while impulse-like is when energy is supplied in a short burst. 
The former typically applies to sustained sounds resulting from 
bowed strings and blown pipes, and the latter to percussive exci-
tations such as plucked strings or struck instruments, although 
blown or bowed staccato notes would probably be better de-
scribed by it. The beginning and end of the energy supply for 
each excitation mode are highlighted by long arrows and the 
short arrow marks the maximum amplitude attained by the 
sound. Next, we try to make a connection between the mainly 
physical events such as onset, attack, decay, sustain, release and 
offset and its model counterparts in connection with the excita-
tion and resulting temporal evolution presented earlier. The idea 
is to find signal level manifestations of the physical gestures. Our 
main goal is to show that these events cannot be solely described 
by the amplitude envelope of most sounds, such that we need a 
more complete model to appropriately segment them. 

4.2. Signal-Level Manifestation of Physical Events 

Musical instruments are mechanical systems that by themselves 
are at equilibrium. They need an external source of energy input 
to produce sound. In general terms, all acoustic musical instru-
ments have one (or more) method for applying mechanical en-
ergy to the system, herein termed the excitation method. Pianos 
have keys connected to hammers that strike a set of tuned strings. 
Violins have strings that are bowed or plucked. Clarinets have a 
mouthpiece with a single reed that, when blown, creates a vibrat-
ing column of air. Different modes of excitation will generally 
lead to perceptually different attacks. 

The connection between intensity (dynamics), frequency and 
amplitude envelope is far less obvious. Before the onset, the in-
strument is in a state of equilibrium. As with all mechanical sys-
tems, there is a certain amount of resistance or inertia that keeps 
the instrument from vibrating on its own. Performers must over-
come that inertia before their instrument will sound properly. 
The more energy a performer uses, the faster the resistance is 
overcome and the faster the instrument reaches its steady state 
vibration. For example, different fingerings on a wind instrument 
produce different lengths of air columns – longer columns mean 
more mass to vibrate. We know that large masses have more in-
ertia to overcome, but also have more momentum once they are 
in motion. Thus, low notes have a longer attack and a longer re-
lease than high ones. In this section we define the physi-
cal/gestural events that generate/define each perceptually differ-
ent region of the temporal evolution of musical instrument 
sounds and, more importantly, we find signal-level manifesta-
tions of the physical events. 

4.2.1. Attack 

The attack is perhaps the only event that is present in all sounds 
independent of the mode of excitation. The attack corresponds to 
the initial excitation of the instrument. The beginning of the at-
tack is perhaps best characterized by the transition between no 
event and event (or more properly background noise and event 
for recordings, i.e., signals). This is usually termed onset. The 
end of the attack is more difficult to define since it depends on 
the physical gesture. Notably, transients occur until a permanent 
resonance mode is attained. For some instruments, we can make 
a clear distinction between the end of the attack and the begin-
ning of the resonance. The time period when a hammer touches 

the piano strings would be the attack and the moment the stand-
ing wave pattern establishes itself in the string marks the begin-
ning of the resonance mode. For a bowed string it is similar. 
From the moment when the bow first touches the string (onset) 
until the string enters a resonance regime with the bow we can 
devise two physically and perceptually distinct events. The end 
of the attack happens before the resonance. For a tube (blown 
instruments) the situation is similar. 

4.2.2. Decay 

The decay supposedly corresponds to a decrease of energy after 
the attack during which the permanent excitation regime (such as 
a standing wave vibration pattern) is already established. This is 
the region where the amplitude evolution of a percussive instru-
ment sound constantly decays due to losses and strays from con-
stant (step-like) excitation patterns (blown/bowed strings), where 
energy is repeatedly input to the instrument during a period of 
time. When we look closely, the decay remarkably contains 
standing wave patterns, even though the amplitude is decreasing. 
In plucked strings, for example, there is a clear spectral pattern 
that remains constant throughout and that is perceptually impor-
tant. The decay contrasts with the amplitude evolution of a 
blown or bowed instrument, whose standing wave vibration pat-
tern coincides with a more or less constant amplitude. 

4.2.3. Sustain 

The sustain part usually corresponds to the region where the sys-
tem (musical instrument) is constantly exited with external en-
ergy. It is usually defined in terms of approximately constant 
amplitude. Perceptually, though, it is not reasonable to expect the 
region where a standing wave vibration pattern manifests as 
spectrally constant resonances (similar spectral shape) to be suf-
ficiently described solely by the amplitude. Therefore we suggest 
that constant excitation instruments (bowed and blown, among 
others), where the energy and the spectral information remain 
roughly constant, present a sustained part. 

4.2.4. Release 

The release phase admits several interpretations, and its defini-
tion has not been consistent among authors. On the one hand, it 
can refer to the release of the excitation, such that the release 
segment is the interval between the time instant where the energy 
ceases to be supplied and the vibrations dying out (offset). This 
definition is common for sustained sounds (step-like excitation), 
but not always used for non-sustained sounds (impulse-like exci-
tation), because in the latter case release would be equivalent to 
decay. On the other hand, it can refer to an intentional interrup-
tion of the vibration by the player. Most notably, in stringed 
keyboard instruments, this corresponds to the release of a key, 
which causes the damper to stop string vibrations. To avoid con-
fusion between these very different physical events, we will use 
the following conventions. Release will correspond to the release 
of excitation in sustained instruments. Then, we will introduce a  
new segment called interruption to account for the case of inten-
tional interruption of vibrations in non-sustained instruments.2 

                                                           
2 Note that, while rare, it is also possible for the release phase of a sus-
tained instrument to be followed by an interruption phase, such as when a 
violinist intentionally interrupts the vibrations of the strings after having 
stopped supplying energy to them by bowing. 
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So we see that although these regions share common spectro-
temporal aspects, they cannot be defined simply in terms of en-
ergy evolution. Also, the accuracy of estimation depends on a 
detection function that captures the essence of the model and ex-
hibits peculiar behavior at the boundaries of the regions that al-
low for a robust automatic detection. 

5. AMPLITUDE/CENTROID TRAJECTORY MODEL 

The classical Helmholtz model breaks down when we examine 
musical instrument sounds on a small scale. When the harmonic 
content of sound is examined with the STFT over small time pe-
riods, we discover that, contrary to the Helmholtz model, a 
sound’s spectrum changes profoundly over time. During the at-
tack portion of a sound, harmonic content may change rapidly 
and unpredictably. This phenomenon is called the initial tran-
sient. During the release, upper partials tend to disappear more 
quickly before the entire sounds fades away. While the sustain 
portion of the sound, when it exists, is certainly more stable than 
the attack or decay, it is hardly as static as Helmholtz would sug-
gest. Clearly, the basic premise of the classical Helmholtz model 
- a static spectral envelope with a fixed amplitude envelope tem-
poral evolution – is by no means an accurate and robust charac-
terization of a wide range of acoustic musical instrument sounds. 
All these facts suggest that, in order to better understand the tem-
poral evolution of sounds, we need a model that accounts for 
spectro-temporal changes. The vast majority of research in sound 
perception has focused either on the acoustic properties of musi-
cal instruments [24] or on the perception of sounds as unveiled 
by psycho-acoustic experiments [3]. The challenge we face today 
is to find the link between the two in order to be able to manipu-
late the sounds in a more perceptually meaningful way. A classi-
cal example is Risset’s discovery that brassy trumpet sounds pre-
sent a broader spectrum. The spectral centroid, defined in equa-
tion (4) reflects spectro-temporal acoustic properties at the signal 
level. Therefore, brassy sounds can be characterized as present-
ing a higher centroid value. 
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Here C(t) is the time-varying centroid, fb(t) is the frequency 
in Hz and ab(t) is the amplitude of frequency band b up to the Mth 
band computed. 

Hajda [14] proposed a segmentation model he dubbed the 
amplitude/centroid trajectory (ACT) that relies on both the am-
plitude envelope and temporal evolution of the spectral centroid. 
In this model, the spectral centroid gives information about the 
excitation indirectly. The sudden transition characteristic of the 
onset reflects as a brief broadening and narrowing of the spec-
trum, causing the centroid to drop until the steady state reso-
nance establishes itself, bringing the centroid up again to a 
somewhat steady value. For step-like excitation, the release is the 
moment when the player stops supplying energy to the instru-
ment. This reflects a new drop in the centroid because the higher 
partials tend to fade before the lower ones, until the sound/note 
fades away, characterizing the offset. Figure 6 depicts the re 
gions (letters) and boundaries (numbers) of the ACT model for 
sustained (step-like excitation) sounds in part a) and an extension 
of the ACT model for percussive (impulse-like excitation) 
sounds in part b). In the figure, BN stands for background noise, 
A for attack, T for transition, S is sustain, D is decay, R is release 

 

Figure 6: Temporal evolution of the spectral centroid and 
amplitude envelope for two classes of excitation modes. 
The figure shows the regions (letters) and their bounda-
ries (numbers). 

and I is interruption. The boundaries are the onset (1), end of at-
tack (2), begin of transient (3), begin of release/interruption (4) 
and offset (5). Using this model, Hajda defines the attack as that 
part of the signal from onset during which the amplitude in-
creases and the centroid decreases. Pre-attack noise is indicated 
by more or less uncorrelated fluctuations of both amplitude and 
centroid. According to the model, the attack ends when the cen-
troid slope changes direction. A new segment, the attack/steady 
state transition, is defined as that segment immediately following 
the attack during which the amplitude continues to increase and 
the centroid increases overall. The sustain begins when the am-
plitude has achieved a local maximum; during this segment, the 
amplitude and centroid vary in a more or less monotonic fashion 
[14]. The release (or interruption) begins when both the ampli-
tude and centroid decrease. Our approach uses the ACT model 
proposed by Hajda to automatically segment the temporal evolu-
tion of acoustic musical instrument sounds by detecting these 
five boundaries for as many types of sounds as possible, so we 
will test the model with sustained and percussive sounds, even 
though Hajda concluded that the ACT model does not seem to 
apply to most percussive sounds. Our technique uses the im-
proved true amplitude envelope estimation that we developed 
instead of the RMS originally used [14]. 

6. AUTOMATIC SPECTRO-TEMPORAL 
SEGMENTATION 

Here Figure 7 presents the regions automatically detected by our 
proposed method and compare our results with the baseline 
method by Peeters [10]. The importance of these figures is two-
fold. Firstly they should enable us to verify whether the ACT 
model works for the sustained (blown and bowed) and percussive 
(struck and plucked) sounds tested. Secondly, we will present the 
results of our automatic segmentation method and compare them 
to the baseline method. So we show the fwr waveform outlined 
by the TAE (solid line) and the centroid (dashed line) at the top 
and the corresponding spectrogram at the bottom. We included 
the spectrogram as an important visual aid in interpreting the 
segmentation results. That is, the spectrogram is intended to al-
low an intuitive visual inspection of the segments. The segmenta-
tion boundaries are shown as five solid vertical lines for our 
method and two dashed lines for the baseline method. The five 
boundaries correspond to those shown in Figure 6 while the two 
detected by the baseline method should represent what they de- 
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Figure 7: Full-wave rectified (fwr) waveform, TAE and 
centroid (top) and spectrogram (bottom) for sustained 
(blown and bowed) and percussive (struck and plucked) 
instruments. 

fined as the attack (rise time), roughly corresponding to the onset 
and beginning of steady state in our model. We use an automatic 
onset detection method [26] to accurately define the first bound-
ary, the onset (1). Then, the offset (5) is defined as the last point 
the TAE attains the same energy (amplitude squared) as the on-
set. The next step is the definition of the beginning of the sustain 
(3) and release (4) segments with a modified adaptive version of 
the effort method, explained bellow. Finally, we find the first 

local minimum between (1) and (3) and define it as the end of 
the attack (2). We should notice that we allow the same point to 
define the boundary of two distinct contiguous regions. This 
could happen remarkably during the transition between the end 
of the attack (2) and the beginning of sustain (3) and we interpret 
it as merely signifying that the transition is too short to be de-
tected as a separate segment. 

We employed adaptive efforts to independently measure the 
initial and final slopes because they exhibit typically different 
behaviors. This adaptive version is based on the original method 
of efforts proposed by Peeters [10] because it is more robust than 
the derivatives [9], [18], too sensitive to ripples. The adaptive 
effort is an indirect measure of the slope. We measure from the 
onset forward how many efforts summed are larger than the 
mean effort. Then we use this number as M in the original meth-
od. We do the same from the offset backwards. The results 
shown for the baseline method correspond to the original pro-
posal [10]. 

We chose the instruments to try to display the result of the 
automatic segmentation for the four main classes considered, 
namely, blown pipe and bowed string (sustained), and plucked 
string and struck (percussive). These are challenging choices if 
we consider the original proposed application of the model and 
are meant to test its robustness. We will examine the results case 
by case. The clarinet (blown pipe) represents the best case sce-
nario. It clearly fits the model perfectly and shows that the auto-
matic segmentation accurately detects the boundaries because 
they are strongly present. Notably, the end of the attack (2), be-
ginning of sustain (3), and begin of release (4) agree well with a 
visual inspection of the spectrogram. This seems to be the case 
for all blown instruments we tested, confirming the original 
model. We should notice that the baseline method detects both 
(2) and (3) with a considerable lag. 

The cello shows that both the amplitude and the centroid 
might not behave like predicted for slow attacks typical of bowed 
strings. If we examine the spectrogram, the onset (1), release (4) 
and offset (5) were accurately detected. However, the end of the 
attack (2) is more difficult to determine, both visually and from 
the detection function. The beginning of the sustain is remarka-
bly difficult to estimate for this case because neither the ampli-
tude nor the centroid seem to confirm the visual inspection of the 
spectrogram. Bowed strings typically present a crescendo behav-
ior reflected in the amplitude evolution that usually does not cor-
respond to the vibration pattern measured by the centroid. Also, 
the centroid does not remain stable during the excitation mainly 
due to the vibrato, also typically present in bowed strings. It is 
evident, though, that the baseline method presents estimates that 
are far off. All bowed strings that we tested exhibited similar be-
havior. 

The guitar shows that some plucked strings might exhibit a 
typical behavior that roughly fits the model. The steady vibra-
tional pattern captured by the centroid is a typical example of 
how the decay cannot be characterized solely by the amplitude. 
However, since the attack is very fast, the boundaries between 
onset (1), end of attack (2) and beginning of decay (3) are 
blurred. This is a typical example of when (2) and (3) coincide. 
Also, it correctly detects the interruption (4), as previously ex-
plained. The baseline method also presents considerable detec-
tion lags in this case, overestimating the attack. Not all plucked 
strings tested, however, presented such clearly steady vibrational 
patterns that could be correctly identified by the model. 

Finally, the marimba is a clear example of when the model 
assumptions break down. Even though the spectrogram would 
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lead us to visually guess the boundaries of some of the events, 
neither the centroid nor the amplitude envelope present a typical 
enough behavior to allow a correct detection of the regions ac-
cording to the model. Notably, the vibration of the stick used to 
strike the key is clearly audible during the attack portion of the 
sound, constituting an important perceptual cue to the identifica-
tion of struck percussions. When the vibrations of the instrument 
itself dominate, it is already too late to try and detect events. 
There are only two visible boundaries detected by our method. 
The onset (1) seems to be the only one correctly detected. End of 
attack (2) and beginning of decay (3) were bundled up. There is 
no beginning of interruption (4). In this case, the baseline method 
does not seem to find two separate points either, detecting the 
beginning too late. We would probably need to deconvolute the 
vibration of the stick from the key to be able to apply the model. 

7. CONCLUSIONS AND FUTURE PERSPECTIVES 

This work presents a method for automatically segmenting the 
temporal evolution of isolated acoustic musical instrument 
sounds using a model that takes spectro-temporal cues to cor-
rectly detect the boundaries of the regions. Even though the ACT 
model was originally proposed for sustained instrument sounds, 
we tested whether it can also be applied to some types of percus-
sive sounds. An important contribution of this work is an im-
proved amplitude envelope estimation technique (TAE) based on 
true envelope that optimally fits a curve that approximately 
matches the peaks of the waveform. TAE proved to be superior 
to the other methods tested. We found that the ACT model can 
be applied to plucked strings within certain boundaries. Finally, 
the automatic detection technique proposed performed better 
than the baseline method for most examples shown. We verified 
empirically that it outperforms the baseline method for all cases 
when the model fits well the type of instrument tested. More ex-
amples on http://recherche.ircam.fr/anasyn/caetano/seg.html. 

Future perspectives of this work could include more robust 
detection techniques that potentially apply universally to all 
sounds, sustained or otherwise, or even separate automatic detec-
tion techniques devoted to each type of excitation. 
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